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Motivation

The concept of relevance is fundamental

to modern information science and central

to human communication.

The model used almost universally today in

information retrieval (IR) is that relevance

is a �xed relationship between a document

and a query. The two main measures of rel-

evance, recall and precision, presume that

there is such a relationship and that it can

be discovered by a panel of experts.

This use of the word \relevance" has been

generally accepted since the 1930s.
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Meaning of Relevance

The actual meaning of \relevance" in the

everyday sense is

bearing upon the matter at hand, implying

a traceable, signi�cant, logical connection.

The everyday meaning of relevance 6= the

generally accepted meaning of relevance

within IR.

The notion in IR is topicality: how well the

topic of the document matches the topic of

the request. In everyday speech, a topical

document is \on the topic" or \about" the

subject, not relevant to it.

Relevance requires a \matter at hand" for

it to be meaningful. A topic without some

background and intention is not su�cient to

de�ne a \matter at hand."
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Early Research

The underlying model of IR has been ques-

tioned as early as the late 50s. There were

intense debates about the meaning of rele-

vance from the late 50s to the early 70s.

Two major experimental studies in the 60s

showed that:

1. Relevance judgements vary from one individual

to another and for the same individual over time.

2. Relevance judgements are a�ected by purpose,

background, and levels of knowledge and skill.

These debates and experimental work have

had little impact on the generally accepted

rationalistic model. The same calls for more

\dynamic approaches" and for a \paradigm

shift" were made in the 60s and 80s.
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Recent Research

A review by Schamber, Eisenberg and Nilan

of the literature on relevance appeared in

1990. They go so far as to state that \the

�eld [IR] as a whole appears to be spinning

its wheels, so to speak, in terms of basic

theory development."

Fortunately, there has been progress in the

last decade:

1. Experimental work by several groups, including

Schamber et al., has shown that the cognitive

state of a searcher is measurable.

2. Theoretical work by Sperber and Wilson (dis-

course models) and Harter is very promising.

Unfortunately, the recent work su�ers from

a common problem, recognized explicitly by

Harter:

The authors are unable to connect their in-

vestigations with the requirements of real,

operational information systems.
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Proposed Framework

We propose a framework for IR that func-

tions in a manner that more closely approx-

imates the everyday sense of relevance. The

framework is compatible with experimental

and theoretical investigations, while at the

same time addressing the need for incorpo-

rating these ideas in real systems.

The framework de�nes a notion of infor-

mation need and proposes a mechanism

whereby an IR system can understand and

process information needs.

While the proposed mechanism does not ad-

dress every concern raised by the literature

on relevance, it does have the advantage of

being based on established techniques.
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Example of Information Need

The following example is due to Harter:

I am a faculty member in a school of library

and information science. Among other inter-

ests I teach and do research in online search-

ing and information retrieval. I am inter-

ested in research dealing with online search-

ing of bibliographic databases. Speci�cally,

I am am interested in the dynamics of the

search process. I would like to learn more

about any empirical research that o�ers in-

sight into how people do, online searches

as well as theoretical models (e.g., cogni-

tive, probabilistic, decision-theoretic, algo-

rithmic, or other models) related to the on-

line search process that have been tested

with empirical data.
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Information Need

The proposed framework assumes that there

is a searcher who wants to retrieve relevant

documents from a corpus.

The searcher's motivation or \matter at

hand" is approximated by a speci�cation

called the information need. The in-

formation need dynamically changes as the

search proceeds.

An information need has three components:

1. Background. This includes the searcher's ed-

ucational and disciplinary background as well as

a current background in the topic area.

2. Topic. This is the traditional IR query.

3. Intention. This is the \direction" in which the

searcher would like to go. It is a local goal in

the search process.
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Example Continued

Harter's example be analyzed in the proposed frame-

work as follows:

I am a faculty member in a school of library and

information science. Among other interests I teach

and do research in online searching and information

retrieval. Background.

I am interested in research dealing with online

searching of bibliographic databases. IR Query

is \online search process of bibliographic

database."

Speci�cally, I am am interested in the dynamics of

the search process. Intention.

I would like to learn more about any empirical re-

search that o�ers insight into how people do online

searches Restates previous sentence but adds

requirement that the research be \empirical."

as well as theoretical models (e.g., cognitive, prob-

abilistic, decision-theoretic, algorithmic, or other

models) related to the online search process that have

been tested with empirical data. Broadens the

search to allow \theoretical" research which

has been tested \empirically."
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Background

The searcher's background may be further

subdivided as follows:

A. General Background. This is part of the

searcher's background with which the searcher

identi�es. For example, \I am a molecular biol-

ogist." The general background de�nes an sub-

ject area, a subdivision of the subject area and

a set of documents which may be assumed to be

known to the searcher.

B. Level. The level of the searcher ranges from

novice to expert. It further re�nes the set of

documents that may be assumed to be known.

C. Current Background. This is the set of doc-

uments that the individual searcher has seen. It

dynamically changes during the search process.

Documents in this set may be annotated with

attributes such as whether the document was rel-

evant in the recent past.
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Example Continued

Continuing the analysis of Harter's example:

I am a faculty member Level of Exper-

tise.

in a school of library and information sci-

ence. General Background.

Among other interests I teach and do re-

search Level of Expertise.

in online searching and information re-

trieval. General Background.
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Topic of Interest

The searcher's topic of interest will usu-

ally be called the query.

An elementary query is a topic speci�ca-

tion using a keyword or a knowledge struc-

ture.

Elementary queries can be combined to

form general queries using

1. Boolean operators (and, or),

2. Vector space operators (linear combina-

tion) and

3. Expansion (using a thesaurus or glos-

sary).

Implicit in any query are the topics implied

by the general background and level of the

searcher. As a result, an information need

can include a nontrivial query even if no ex-

plicit query is speci�ed.
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Background and Query as Sets

Within a corpus of documents, the background and

query de�ne two (fuzzy) sets:

1. The Background Set. These are the docu-

ments which may be regarded as familiar to the

searcher.

2. The Query Set. These are the documents that

are about the same topic as the query, including

both explicit and implicit topic speci�cations.

Corpus

Background Set

Query Set
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Phenomenological Relevance

Sperber and Wilson de�ne relevance of a

phenomenon by the following two condi-

tions:

1. A phenomenon is relevant to an indi-

vidual to the extent that the contextual

e�ects achieved when it is optimally

processed are large.

2. A phenomenon is relevant to an indi-

vidual to the extent that the e�ort re-

quired to process it optimally is small.

In other words, maximize the new informa-

tion (contextual e�ects) while minimizing

the e�ort to process the new information.

c
 1995 Kenneth Baclawski April, 1995 14



Existing Techniques

Current IR systems are concerned almost

exclusively with topicality. For a query q,

let top

q

(d) be the measure of the topicality

of a document d.

Many IR systems are also capable of mea-

suring document similarity. Let sim(d

1

; d

2

)

be the measure of the similarity of docu-

ments d

1

and d

2

. Such a measure is used

for categorization and is not generally avail-

able to the end user.

The proposed framework requires a slightly

more general measure sim

q

(d

1

; d

2

) which

computes document similarity relative to a

topic speci�cation q.
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Document Relevance

In terms of the proposed framework the

Sperber-Wilson criteria may be interpreted

as follows:

1. A document is relevant to the extent

that it maximizes topicality but is not

yet known to the searcher.

2. A document is relevant to the extent

that it is close to the searcher's back-

ground.

The criteria above have to be modi�ed when

the searcher speci�es an intention. General

goals can be very complex, but local search

intentions are often relatively simple. Inten-

tions can lead to the paradoxical situation

of a document being relevant even though

it is not topical (or more precisely not top-

ical with respect to the explicitly speci�ed

query).
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Undirected Searching

The criteria for relevance can be illustrated

as follows:

Corpus

Background Set

Query Set

Documents on the boundary
of the background set and
also within the query set.
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Specifying Intentions

In the proposed framework intentions are

speci�ed using standard database query

techniques.

For this to work, one must assume that

the documents have been expressed using

some knowledge representation, such as

knowledge frames or semantic networks.

It also presumes that the corpus is con-

�ned to a single subject area for which an

ontology has been developed.
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Examples of Search Intentions

The following are examples of intention

speci�cations:

1. Projection. The intention is to �nd

how a slot can be �lled. In Harter's

example of an information need, his in-

tention is to �ll in the \dynamics" slot

of the \search process" frame.

2. Join. Also called inferencing. A de-

sired frame is linked to a selected frame

by a common slot value. Turtle and

Croft make inferencing the basis for

their approach to document retrieval.

3. Aggregation. The slot values for a set

of selected frames are aggregated using

functions like average, maximum, etc.
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Directed Searching

One can illustrate the distinction between

directed and undirected searching as fol-

lows:

Corpus

Background Set

Query Set

Intention

Note that this picture is somewhat unrealistic since it

is in two dimensions whereas the actual search space

is very high-dimensional.
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Search Strategies

The proposed framework is only a mecha-

nism, so it allows for a variety of search

strategies by manipulating the various com-

ponents of an information need. Whether a

particular interface would allow such exi-

bility is a policy issue.

Here are some examples:

1. Expert. Harter's example illustrates a

fully speci�ed information need, using

all the components.

2. Novice. A typical novice would have

neither a signi�cant background nor

a speci�able search intention. Such

a searcher would be given elemen-

tary/introductory documents in the

corpus.
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Search Strategies Continued

3. Sophisticated Novice. This is a

searcher who is sophisticated as a

searcher, but a novice within a particu-

lar subject area. Such a searcher would

have no signi�cant background in the

subject area but could have very well

speci�ed search intentions.

4. Patent Search. The proposed patent

is given as the background, and no

search intention is speci�ed.

5. Reviews. Many documents sim-

ply summarize or review other docu-

ments. A summarization can be ob-

tained by specifying a topic, a min-

imal background and an aggregation

search intention. For example, \What

are the most commonly grown geno-

types/phenotypes of E. coli?"

c
 1995 Kenneth Baclawski April, 1995 22



Conclusion

A new framework for IR has been proposed.

The new framework more closely approxi-

mates the everyday meaning of relevance.

A mechanism has been proposed whereby a

searcher can express an information need,

and an IR system can determine the most

relevant documents in this context. The

proposed mechanism:

1. Combines boolean, vector space and

thesaurus query mechanisms;

2. Combines the traditional IR concept of

a query (fuzzy and topic-based) with

the DB concept of a query (precise; us-

ing selection, projection, join and ag-

gregation); and

3. The framework uses existing tech-

niques for retrieval: no new measures

must be invented.
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